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Collaboration Teams in Network
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People collaborate as a team to collectively perform  
some complex tasks

Team Level Network

Person Level Network

Information Topic 
Level Network

Wuchty, Stefan, Ben Jones, and Brian Uzzi. "The Increasing Dominance of Teams in the Production 
of Knowledge," Science, May 2007, 316:1036-1039.
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Teams Are Everywhere
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Research Questions
▪ What do high-performing teams share 

in common? [Uzzi+Science13] 

▪ What drives long-term scientific 
impact?[Wang+Science13] 

▪ What’s the optimal design for a team in 
the context of network?[Lappas+KDD09, 
Anagnostopoulos+WWW10]
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Churn of A Team Member
Case 1: Employee resigns in a sales 
team 
Case 2: Task force down in a SWAT team 
Case 3: Rotation tactic between benches 
in NBA team
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Q: How to find the best alternative when 
a team member leaves? [This paper!]
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Team Member Replacement
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Problem Definition: 
Given: (1) A labelled social network 

       (2) A team 
       (3) A team member    

Recommend: A “best” alternative               to replace 
the person     ’s role in the team 

G := {A,L}
G(T )

p 2 T

q /2 T
G(T )p

Q: who is a good candidate to 
replace the person to leave

Team

Leave

Skill Indicator

Adj. Matrix
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Social Studies
▪ Team members prefer to work with people they 

have worked before [Hinds+OBHDP00] 

▪ Distributed teams perform better when members 
know each other [Cummings+CSCW08] 

▪ Specific communication patterns amongst team 
members are critical for performance [Cataldo
+CHI12]
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Conjecture: The similarity should be measured in the 
context of the team itself
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Design Objectives
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Objective 1: A good candidate should have a similar skill 
set

New team will have similar skill set as the old team to 
complete the task

Team

Leave
To leave Candidate 1

Skill Set:

Skill Matching
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Design Objectives
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Objective 2: A good candidate should have a similar 
network structure

New team will have similar network structure as the old 
team to collaborate effectively

Team

Leave

Skill Set:

To leave Candidate 1

Structure Matching
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Design Objectives
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The two objectives should be fulfilled 
simultaneously!

New team will have similar skill and communication 
configuration for each sub-task

Team

Leave

Skill Set:
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Random Walk based Graph Kernel
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Graph 1 Graph 2

1

3 4

a

b

c d

h

Details: 
1. Compare similarity of every pair of  nodes from each graph 
— Eg: (1,2) vs (a, j)        less similar 
           (1,5) vs (a,e)        more similar 
2. Node pair similarity is measured by random walks 
3. Two graphs are similar if they share many similar node pairs

!
!
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Random Walk based Graph Kernel
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Team 1 Team 2

1

3 4

a

b

c d

h
5 e2

76 8

i

j

f g

Remarks: 
• Incorporates both attributes and structures similarity 
• Ideal fit for our two design objectives simultaneously

Subtask 1 Subtask 1Subtask 2
Subtask 2
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Kronecker Product Graph w/o Attribute
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S. V. N. Vishwanathan, Nicol N. Schraudolph, Imre Risi Kondor, and Karsten M. Borgwardt. Graph 
Kernels. Journal of Machine Learning Research, 11:1201–1242, April 2010.

One Random Walk on 

One Random Walk on 

A1

A2

+ = One Random Walk on 

Direct Product Graph

S.V.N. Vishwanathan: Graph Kernels, Page 14

3'

1'

2'

4'

3

1

2

11' 21'
31'

12'

32'

22'

13'

23'
33'

14'

24'

34'

X
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V⇥(G⇥G0
) ={(v, v0) : v 2 V, v0 2 V 0}

E⇥(G⇥G0
) ={((v, v0), (w, w0
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RWR Graph Kernel — Formulation
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Taking expectations instead of summing

Computational challenge: 

•       is of size  
• Computational cost  
‣Exact methods:         (Direct computation)  
  or         (Sylvester equation)      
‣Approx methods:                               (Kang+SDM12)              

A⇥

O(n6)

n2 ⇥ n2

O(n3)

- U. Kang, Hanghang Tong, Jimeng Sun. Fast Random Walk Graph Kernel. SDM 2012 
- S. V. N. Vishwanathan, Nicol N. Schraudolph, Imre Risi Kondor, and Karsten M. Borgwardt. Graph 
Kernels. Journal of Machine Learning Research, 11:1201–1242, April 2010.

Ker(G1, G2) =
P

k c
kq0⇥(L⇥A⇥)kL⇥p⇥

= q0⇥(I � cL⇥A⇥)�1L⇥p⇥

O(n2r4 +mr + r6)

Attribute Indicator
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TEAMREP-BASIC

15

• Challenge: need to compute many graph kernel 
                    overall complexity: 

• Questions: 
‣ Q1: how to reduce the number of graph kernels 
‣ Q2: how to speed up the computation for each graph kernel 

One graph kernel 
computation for every 
possible candidate

Team

Leave

O(nt3)

Find a new member q not in the current team that satisfies:

q = arg max

j,j /2T
Ker(G(T ), G(Tp!j))
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Roadmap
▪ Motivations 

▪ Proposed Solutions 

▪ Experimental Results 

▪ Conclusion

16
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Scale-up: Candidate Filtering
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Pruning Strategy: Filter out all the candidates who do not  
have any connections to any of the rest team members.

• Theorem: The pruning is safe: wont’ miss any potentially 
good replacement 

• Benefit: The number of graph kernel computations is 
reduced to O(

X

i2T /p

di)

Team

Leave
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Speedup — Observation
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Ker( , )

Ker( , )

Observation: 
Many redundancies — the nodes and edges within the 
rest team members remain the same

Old Team New Team

Old Team New Team

To leave

To leave

Candidate 1

Candidate 2
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Speedup — Approx Approach
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= +

⇡
+⇥ ⇥

⇥= A1 ⇡ X1Y1

= +

⇡
+⇥ ⇥

⇥= A2 ⇡ X2Y2

Original Team New Team

The common part is the adjacency matrix of the rest team 
members

Fixed Fixed
Unique Unique

Fixed Fixed

To leave Candidate 1
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Speedup — Approx Approach
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Ker( , )

⇡ y

0(1� cL⇥(X1Y1)⌦ (X2Y2))
�1

L⇥x

= y

0
L⇥x+ cy

0
L⇥(X1 ⌦X2)M(Y1 ⌦ Y2))L⇥x

M = (I � c(
lX

j=1

Y1L
(j)
1 X1 ⌦ Y2L

(j)
2 X2))

�1

M is of size (r + 2)

2 ⇥ (r + 2)

2

Time Complexity: O((
X

i2T /p

di)(lt
2r + r6))

Details

Original Complexity: O(nt3)

[
X

i2T /p

di ⌧ n, r ⌧ t]
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Roadmap
▪ Motivations 

▪ Proposed Solutions 

▪ Experimental Results 

▪ Conclusion

21
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Datasets
▪ DBLP: For a given paper, treat co-authors as a team, use 

conferences as skills (e.g., WWW, KDD, etc) 

▪ Movie: For a given movie, treat actors/actresses as a team, 
use movie genres as skills (e.g.,action, comedy, etc) 

▪ NBA: team of a season, use position as skill (guard, 
forward, center)

22

Table 2: Summary of Datasets.

Data n m # of teams
DBLP 916,978 3,063,244 1,572,278
Movie 95,321 3,661,679 10,197
NBA 3,924 126,994 1,398

KDD, SIGMOD, CVPR, etc) to reflect authors’ skills (e.g.,
data mining, data base, computer vision, etc) and for a given
author and conference, we define his/her skill level as the
percentage of the papers s/he publishes in that conference..
For a given paper, we treat all of its co-authors as a team.
Alternatively, if a set of authors co-organize an event (such
as a conference), we also treat them as a team.

Movie. This dataset3 is an extension of MovieLens dataset,
which links movies from MovieLens with their correspond-
ing IMDb webpage and Rotten Tomatoes review system. It
contains information of 10,197 movies, 95,321 actors/actress
and 20 movie genres (e.g., action, comedy, horror, etc.).
Each movie has on average 22.8 actors/actress and 2.0 gen-
res assignments. We set up the social network of the ac-
tors/actresses where each node represents one actor/actress
and the weight of each edge is the number of movies the two
linking actors/actresses have co-stared. We use the movie
genres that a person has played as his/her skills. For a given
movie, we treat all of its actors/actress as a team.

NBA. The NBA dataset4 contains NBA and ABA statis-
tics from the year of 1946 to the year of 2009. It has infor-
mation of 3,924 players and 100 teams season by season. We
use players’ positions as their skill labels, including guard,
forward and center. The edge weight of the player network
stands for the number of seasons that the two corresponding
nodes/individuals played in the same team.

The statistics of these three datasets are summarized in
Table 2. All the experiments are run on a Windows machine
with 16 GB memory and Intel i7-2760QM CPU.

Repeatability of Experimental Results. All the three datasets
are publicly available. We will release the code of the pro-
posed algorithms through authors’ website.

5.2 Effectiveness Results
A. Qualitative Evaluations. We first present some case

studies on the three datasets to gain some intuitions.
Case studies on DBLP. Let us take a close look at Fig. 1,

which shows a screenshot of our current demo system. This
prototype system has been developed to a fully functional
system and deployed to real users [7]. The original team
is shown on the left side and the person leaving the team
(Philip S. Yu) is represented by a node (diagram) with larger
radius. If the user clicks a replacement from the recommen-
dation list (on the top), the system will show the new team
on the right side. Here, we introduced a novel visualiza-
tion technique to represent authors’ relationships and their
expertise within one unique graph visualization. Particu-
larly, in this visualization, the authors are shown as voronoi
diagrams [15]. The authors’ expertise is visualized as the
voronoi cells inside the diagram, that is, each cell indicates
a type of expertise. We use different color hues to iden-
tify different expertise types and use the color saturations
to encode the author’s strength in that expertise type. For

3http://grouplens.org/datasets/hetrec-2011/
4http://www.databasebasketball.com
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Figure 2: The average recall, average precision and R@1 of
the three comparison methods. Higher is better.

example, if KDD is represented in orange, a bright orange
cell in a voronoi diagram means the author has a strong
expertise in KDD. In contrast, a white cell indicates the au-
thor’s lacking of the corresponding expertise. To facilitate
visual comparison of different authors, we fix the position
of these expertise cells across different diagrams so that, for
example, KDD is always shown at the left side of the author
diagrams. These voronoi diagrams are connected by links
indicating the authors’ relationships. The strength of the
relationship are presented by the line thickness.
Fig. 1 visualizes the team structures before and after Philip

S. Yu becomes unavailable in the team writing [33]. Our al-
gorithm’s top recommendation is Jiawei Han. As we can see,
both Han and Yu posses very similar skills and are renowned
for their extraordinary contributions in the data mining and
databases community. Moreover, Han has collaborated with
almost each of the rest authors/team members. Looking
more closely, we find Han preserves several key triangle sub-
structures in the original team: one with Ke Wang and Jian
Pei, and the other with Haixun Wang and Jian Pei. These
triangle sub-structures might play a critical role in accom-
plishing sub-tasks in writing the paper.
We also consider a bigger team, i.e, the organizing com-

mittee of KDD 2013. After filtering those not in DBLP,
we have 32 people in the committee team. We use their
co-authorship network as their social network. Suppose one
of the research track co-chairs Inderjit Dhillon becomes un-
available and we are searching for another researcher who
can fill in this critical role in organizing KDD 2013. The
top five candidates our algorithm recommends are Philip
S. Yu, Jiawei Han, Christos Faloutsos, Bing Liu and Wei
Wang. The results are consistent with the intuitions - all
of these recommended researchers are highly qualified - not
only have they made remarkable contributions to the data
mining field, but also they have strong ties with the remain-
ing organizers of KDD 2013. For example, Liu is the current
chair of KDD executive committee; Wang is one of the re-
search track program chairs for KDD 2014; and Faloutsos
was the PC co-chair of KDD 2003, etc.
Case studies on Movie. Assuming actor Matt Damon be-

came unavailable when filming the epic war movie Saving
Private Ryan (1998) and we need to find an alternative ac-
tor who can play Ryan’s role in the movie. The top five
recommendations our algorithm gives are: Samuel L. Jack-
son, Steve Buscemi, Robert De Niro, Christopher Walken,
Bruce Willis. As we know, Saving Private Ryan is a movie
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Questions
▪ Q1: How effective is skill + structure? 

▪ Q2: How fast is pruning? 

▪ Q3: How fast is proposed solution? 

▪ Q4: How is the scalability?

23
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A Case Study on DBLP

24

prototype: http://team-net-work.org

http://team-net-work.org
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User Studies
▪ Perform a user study with 20 people aged 

from 22-35 

▪ Choose 10 papers from various fields, 
replace one author of each paper, run 
comparison methods and each 
recommends top five candidates 

▪ Mix the outputs and ask users to (a) mark 
one best replacement (b) mark all good 
replacements

25
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User Studies
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Table 2: Summary of Datasets.

Data n m # of teams
DBLP 916,978 3,063,244 1,572,278
Movie 95,321 3,661,679 10,197
NBA 3,924 126,994 1,398

KDD, SIGMOD, CVPR, etc) to reflect authors’ skills (e.g.,
data mining, data base, computer vision, etc) and for a given
author and conference, we define his/her skill level as the
percentage of the papers s/he publishes in that conference..
For a given paper, we treat all of its co-authors as a team.
Alternatively, if a set of authors co-organize an event (such
as a conference), we also treat them as a team.

Movie. This dataset3 is an extension of MovieLens dataset,
which links movies from MovieLens with their correspond-
ing IMDb webpage and Rotten Tomatoes review system. It
contains information of 10,197 movies, 95,321 actors/actress
and 20 movie genres (e.g., action, comedy, horror, etc.).
Each movie has on average 22.8 actors/actress and 2.0 gen-
res assignments. We set up the social network of the ac-
tors/actresses where each node represents one actor/actress
and the weight of each edge is the number of movies the two
linking actors/actresses have co-stared. We use the movie
genres that a person has played as his/her skills. For a given
movie, we treat all of its actors/actress as a team.

NBA. The NBA dataset4 contains NBA and ABA statis-
tics from the year of 1946 to the year of 2009. It has infor-
mation of 3,924 players and 100 teams season by season. We
use players’ positions as their skill labels, including guard,
forward and center. The edge weight of the player network
stands for the number of seasons that the two corresponding
nodes/individuals played in the same team.

The statistics of these three datasets are summarized in
Table 2. All the experiments are run on a Windows machine
with 16 GB memory and Intel i7-2760QM CPU.

Repeatability of Experimental Results. All the three datasets
are publicly available. We will release the code of the pro-
posed algorithms through authors’ website.

5.2 Effectiveness Results
A. Qualitative Evaluations. We first present some case

studies on the three datasets to gain some intuitions.
Case studies on DBLP. Let us take a close look at Fig. 1,

which shows a screenshot of our current demo system. This
prototype system has been developed to a fully functional
system and deployed to real users [7]. The original team
is shown on the left side and the person leaving the team
(Philip S. Yu) is represented by a node (diagram) with larger
radius. If the user clicks a replacement from the recommen-
dation list (on the top), the system will show the new team
on the right side. Here, we introduced a novel visualiza-
tion technique to represent authors’ relationships and their
expertise within one unique graph visualization. Particu-
larly, in this visualization, the authors are shown as voronoi
diagrams [15]. The authors’ expertise is visualized as the
voronoi cells inside the diagram, that is, each cell indicates
a type of expertise. We use different color hues to iden-
tify different expertise types and use the color saturations
to encode the author’s strength in that expertise type. For

3http://grouplens.org/datasets/hetrec-2011/
4http://www.databasebasketball.com
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Figure 2: The average recall, average precision and R@1 of
the three comparison methods. Higher is better.

example, if KDD is represented in orange, a bright orange
cell in a voronoi diagram means the author has a strong
expertise in KDD. In contrast, a white cell indicates the au-
thor’s lacking of the corresponding expertise. To facilitate
visual comparison of different authors, we fix the position
of these expertise cells across different diagrams so that, for
example, KDD is always shown at the left side of the author
diagrams. These voronoi diagrams are connected by links
indicating the authors’ relationships. The strength of the
relationship are presented by the line thickness.

Fig. 1 visualizes the team structures before and after Philip
S. Yu becomes unavailable in the team writing [33]. Our al-
gorithm’s top recommendation is Jiawei Han. As we can see,
both Han and Yu posses very similar skills and are renowned
for their extraordinary contributions in the data mining and
databases community. Moreover, Han has collaborated with
almost each of the rest authors/team members. Looking
more closely, we find Han preserves several key triangle sub-
structures in the original team: one with Ke Wang and Jian
Pei, and the other with Haixun Wang and Jian Pei. These
triangle sub-structures might play a critical role in accom-
plishing sub-tasks in writing the paper.

We also consider a bigger team, i.e, the organizing com-
mittee of KDD 2013. After filtering those not in DBLP,
we have 32 people in the committee team. We use their
co-authorship network as their social network. Suppose one
of the research track co-chairs Inderjit Dhillon becomes un-
available and we are searching for another researcher who
can fill in this critical role in organizing KDD 2013. The
top five candidates our algorithm recommends are Philip
S. Yu, Jiawei Han, Christos Faloutsos, Bing Liu and Wei
Wang. The results are consistent with the intuitions - all
of these recommended researchers are highly qualified - not
only have they made remarkable contributions to the data
mining field, but also they have strong ties with the remain-
ing organizers of KDD 2013. For example, Liu is the current
chair of KDD executive committee; Wang is one of the re-
search track program chairs for KDD 2014; and Faloutsos
was the PC co-chair of KDD 2003, etc.
Case studies on Movie. Assuming actor Matt Damon be-

came unavailable when filming the epic war movie Saving
Private Ryan (1998) and we need to find an alternative ac-
tor who can play Ryan’s role in the movie. The top five
recommendations our algorithm gives are: Samuel L. Jack-
son, Steve Buscemi, Robert De Niro, Christopher Walken,
Bruce Willis. As we know, Saving Private Ryan is a movie

Our method achieves the best average recall,  
 precision and R@1
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Author Alias Prediction
▪ Author Alias, e.g., Alexander J. Smola vs. 

Alex J. Smola 

▪ For such an author, run the team 
replacement algorithms on papers s/he 
was involved 

▪ If the other alias appears in the top-k list, 
treat it as hit

27
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Author Alias Prediction
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Figure 5: Average accuracy vs. budget k. Higher is better.
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erage 3× faster. TeamRep-Basic takes more than 10 hours
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TeamRep-Fast-Approx. TeamRep-Fast-Approx is on
average 3× faster.
.

team size is large. Notice that Ark-L is the best known
method for approximating random walk based graph kernel.

C. Scalability. To test the scalability of our TeamRep-
Fast-Exact and TeamRep-Fast-Approx algorithms, we
sample a certain percentage of edges from the entire DBLP
network and run the two proposed algorithms on teams
with different sizes. The results are presented in Fig. 9 and
Fig. 10, respectively. As we can seen, both algorithms enjoy
a sub-linear scalability w.r.t. the total number of edges of
the input graph (m).

6. RELATED WORK
In this section, we review the related work in terms of

(a) team formation, (b) recommendation and expert finding,
and (c) graph kernel.

Team Formation. Team formation studies the problem
of assembling a team of people to work on a project. To
ensure success, the selected team members should possess
the desired skills and have strong team cohesion, which is
first studied in [28]. As follow-up work, Anagnostopoulos
et al [1] studies forming teams to accommodate a sequence
of tasks arriving in an online fashion and Rangapuram et
al [34] allows incorporating many realistic requirements into
team formation based on a generalization of the densest sub-
graph problem. With the presence of the underlying social
network, the set cover problem is complicated by the goal
of lowering the communication cost at the same time. Bog-

danov et al [3] studies how to extract a diversified group
pulled from strong cliques given a network; this ensures
that the group is both comprehensive and representative of
the whole network. Cummings and Kiesler [10] find that
prior working experience is the best predictor of collabora-
tive tie strength. To provide insights into designs of online
communities and organizations, the systematic differences
in appropriating social softwares among different online en-
terprise communities is analyzed in [32]. The patterns of
informal networks and communication in distributed global
software teams using social network analysis is also investi-
gated in [9]. Specific communication structures are proven
critical to new product development delivery performance
and quality [8]. To assess the skills of players and teams
in online multi-player games and team-based sports, “team
chemistry” is also accounted for in [12, 11].
Recommendation and Expert Finding. Recommen-

dation and expert finding is a very active research topic in
data mining and information retrieval, either to recommend
products a user is mostly interested in or to identify the
most knowledgeable people in a field. Our work is related
to this in the sense that we aim to recommend top can-
didates who are most suitable for the vacancy. A popular
method in recommendation (collaborative filtering) is latent
factor model [27, 14, 42]. The basic idea is to apply ma-
trix factorization to user-item rating data to identify the
latent factors. The factorization technique can be naturally

Our method achieves the highest accuracy

proposed

alternative 
ways to  
combine 
skill+graph}
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Speed-up by Pruning
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team size is large. Notice that Ark-L is the best known
method for approximating random walk based graph kernel.

C. Scalability. To test the scalability of our TeamRep-
Fast-Exact and TeamRep-Fast-Approx algorithms, we
sample a certain percentage of edges from the entire DBLP
network and run the two proposed algorithms on teams
with different sizes. The results are presented in Fig. 9 and
Fig. 10, respectively. As we can seen, both algorithms enjoy
a sub-linear scalability w.r.t. the total number of edges of
the input graph (m).

6. RELATED WORK
In this section, we review the related work in terms of

(a) team formation, (b) recommendation and expert finding,
and (c) graph kernel.

Team Formation. Team formation studies the problem
of assembling a team of people to work on a project. To
ensure success, the selected team members should possess
the desired skills and have strong team cohesion, which is
first studied in [28]. As follow-up work, Anagnostopoulos
et al [1] studies forming teams to accommodate a sequence
of tasks arriving in an online fashion and Rangapuram et
al [34] allows incorporating many realistic requirements into
team formation based on a generalization of the densest sub-
graph problem. With the presence of the underlying social
network, the set cover problem is complicated by the goal
of lowering the communication cost at the same time. Bog-

danov et al [3] studies how to extract a diversified group
pulled from strong cliques given a network; this ensures
that the group is both comprehensive and representative of
the whole network. Cummings and Kiesler [10] find that
prior working experience is the best predictor of collabora-
tive tie strength. To provide insights into designs of online
communities and organizations, the systematic differences
in appropriating social softwares among different online en-
terprise communities is analyzed in [32]. The patterns of
informal networks and communication in distributed global
software teams using social network analysis is also investi-
gated in [9]. Specific communication structures are proven
critical to new product development delivery performance
and quality [8]. To assess the skills of players and teams
in online multi-player games and team-based sports, “team
chemistry” is also accounted for in [12, 11].
Recommendation and Expert Finding. Recommen-

dation and expert finding is a very active research topic in
data mining and information retrieval, either to recommend
products a user is mostly interested in or to identify the
most knowledgeable people in a field. Our work is related
to this in the sense that we aim to recommend top can-
didates who are most suitable for the vacancy. A popular
method in recommendation (collaborative filtering) is latent
factor model [27, 14, 42]. The basic idea is to apply ma-
trix factorization to user-item rating data to identify the
latent factors. The factorization technique can be naturally
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size. TeamRep-Fast-Exact scales sub-linearly w.r.t. the
number of edges of the input graph.
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extended by adding biases, temporal dynamics and varying
confidence levels. In question-answering sites, e.g., Quora
and Stack Overflow, an important task is to route a newly
posted question to the ‘right’ user with appropriate exper-
tise and several methods based on link analysis have been
proposed [45, 6, 46]. In academia, identifying experts in a
research field is of great value, e.g., assigning papers to the
right reviewers in a peer-review process [31, 25], which can
be done by either building the co-author network [29] or
using language model and topic-based model [13, 20]. For
enterprises, finding the desired specialist can greatly reduce
costs and facilitate the ongoing projects. Many methods
have been proposed to expert search through an organiza-
tion’s document repository [2, 43].

Graph Kernel. Graph kernel measures the similarity be-
tween two graphs. Typical applications include automated
reasoning [39], bioinformatics/chemoinformatics [16, 36]. Gen-
erally speaking, graph kernels can be categorized into three
classes: kernels based on walks [17, 40, 41, 18, 4], kernels
based on limited-sized subgraphs [23, 37, 26] and kernels
based on subtree patterns [30, 35, 21]. Graph kernels based
on random walk is one of the most successful choices [5].
The idea is to perform simultaneous walks on the two graphs
and count the number of matching walks. One challenge of
random walk based graph kernel lies in computation. The
straight-forward method needs O(n6) in time. For unla-
belled graphs, the time complexity can be reduced to O(n3)
by reducing to the problem of solving a linear system [40, 41].
With low rank approximation, the computation can be fur-
ther accelerated with high approximation accuracy [24].

7. CONCLUSION
In this paper, we study the problem of Team Member

Replacement to recommend replacement when a critical
team member becomes unavailable. To our best knowledge,
we are the first to study this problem. The basic idea of
our method is to adopt graph kernel to encode both skill
matching and structural matching. To address the compu-
tational challenges, we propose a suite of fast and scalable
algorithms. Extensive experiments on real world datasets
validate the effectiveness and efficiency of our algorithms.
To be specific, (a) by bringing skill matching and structural
matching together, our method is significantly better than

the alternative choices in terms of both average precision
(24% better) and recall (27% better); and (b) our fast al-
gorithms are orders of magnitude faster while enjoying a
sub-linear scalability.
This paper has presented an efficient technique in address-

ing the team replacement challenge; however, the proposed
method can be applied to general graph mining problem
where the interaction of multiple objectives is critical, e.g.,
finding a similar multimedia object by considering both its
content and relationship with other objects. In the future,
we would like to expand team replacement to team enhance-
ment and team composition. For instance, given the struc-
ture of a high-grossing movie (e.g., Saving Private Ryan) of
a particular genre, we want to develop an effective algorithm
to suggest a team of actors.
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